We, the undersigned, write with concern about the recent legal moves by X—formerly known as Twitter—against the Center for Countering Digital Hate (CCDH) and efforts to silence criticism of the platform.\(^1\) We view these efforts as a threat to the right to the freedom of expression, resulting in a dangerous chilling effect on civil society, experts, and advocates—and ultimately the public, which deserves to know how X and similar platforms are spreading hate and disinformation.

When Elon Musk became the owner of X in October 2022, he committed to making radical changes to the platform.\(^2\) Within months, Mr. Musk welcomed back previously banned users, including neo-Nazis, white supremacists, and known superspreaders of disinformation.\(^3\) He even banned journalists with whom he disagreed.\(^4\) At the same time, Mr. Musk slashed the Trust and Safety Team, and senior managers departed in quick succession, contributing to rising toxicity on the platform.\(^5\)

Since then, CCDH has been studying and publishing research on the startling rise in hate speech, disinformation and incitement to harm on X.\(^6\) Academic research has further corroborated a dramatic increase in the number of tweets advancing hateful narratives, including antisemitic, anti-LGBTQ+, and racist speech, since Mr. Musk’s takeover.\(^7\) Misinformation superspreaders were found to receive a huge spike in engagement in this period.\(^8\) Research from multiple organizations also documented a rise in antisemitism on the platform following Mr. Musk’s purchase.\(^9\)

Instead of fixing these mounting issues, X has made a series of decisions that have made the platform less transparent and accountable for its failings. In February, the platform ended free access to its API, introducing paid tiers for access which priced out academics and researchers.\(^10\) In May 2023, X withdrew from the European Union’s Code of Practice on Disinformation.\(^11\) Yet another Head of Trust and Safety departed in June.\(^12\)

In March, members of Congress wrote to X about the changed pricing model and accessibility of its API, which could pose a huge cost to researchers each month for the most comprehensive package.\(^13\) They received no response. They have further asked for independent third-party verification of whether there has been a real reduction of the amount of content that violates X’s terms of service, including hate speech and extremism.\(^14\)

The company has now taken formal legal action against civil society researchers. Specifically, in July 2023, after issuing a legal letter through attorney Alex Spiro, X filed a lawsuit against CCDH in response to reports that the organization published about hate and disinformation on the X platform. This lawsuit joins a flurry of other litigious actions
and threats from X/Twitter against various individuals and entities. Obviously, civil society should not be intimidated from undertaking independent research that is clearly in the public interest, but that is exactly the intended impact of these legal actions and threats from X.

We are concerned there will be a chilling effect on the research and advocacy community if these efforts to discredit, intimidate, and disrupt independent researchers and advocates continue. The bullying of experts is gravely concerning.

Instead of using scare tactics to shut down independent research and evade accountability, we strongly believe that it is time for X — and all major social media platforms — to embrace independent researcher access, transparency and accountability.

In the wake of these attacks on independent research and the continued undermining of experts, institutions, and authorities, we urge:

- Transparency, equitable and independent data access, and third-party verification of platforms’ own research outputs to be the standard in proposals for regulation moving forward.
- Social media platforms cannot mark their own homework. Platforms should commit to providing regular, independently-verified updates to the public about the violations of the terms of service on their platforms, particularly on instances of hate speech, abuse, and disinformation, and about company actions in response to these violations.
- The misuse of the legal system and other forms of intimidation against researchers, experts, and advocates who seek to hold social media companies accountable is an attack of the right to freedom of expression and access to information and must cease. The bullying of those seeking to speak truth to power cannot be tolerated.
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