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have become safe spaces for the spread of hate, conspiracy 
theories and disinformation.

Social media companies erode basic human rights and civil 
liberties by enabling the spread of online hate and disinformation.

At CCDH, we have developed a deep understanding of the 
online harm landscape, showing how easily hate actors and 
disinformation spreaders exploit the digital platforms and search 
engines that promote and profit from their content. 

We are fighting for better online spaces that promote truth, 
democracy, and are safe for all. Our goal is to increase the 
economic and reputational costs for the platforms that facilitate 
the spread of hate and disinformation.
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1. INTRODUCTION
Since the appalling Hamas terrorist atrocity in Israel on October 7th, there has 
been a corollary surge in antisemitism across all social media platforms, and in our 
communities. Antisemites have always flourished online, but in recent months there 
has been marked growth in content ranging from subtle dog whistles to explicit and 
unequivocal hate speech and incitement. 

One arena where bad actors have endeavored to advance 
their antisemitic agenda has been within online groups, 
camouflaging their antisemitism by cynically adopting 
pro-Palestinian or human rights language and themes to 
inculcate hatred against Jewish people.  
  
This new study from CCDH started by examining the ways 
nefarious individuals have cynically embedded themselves 
in leadership positions in Facebook Groups that serve as 
meeting places for well-meaning people to express their 
solidarity with the Palestinian cause. We found that most 
content in these Groups primarily entailed political criticisms 
of the Israeli government and solidarity with Palestinian people. 
However, Facebook’s negligent design has made it easy for these 
groups to be run by antisemites who drip-feed lies and exhortations to 
hate and discrimination against Jews, while the platform itself fails to take responsibility for content 
moderation.

99% of the time, when we reported hate found in groups to Meta using the “safety tools” it loves to boast 
about to lawmakers, no action was taken.
 
In its total indifference to its moral responsibility to combat hate speech, Meta has effectively handed all 
content moderation powers to these Group admins. Those moderators, we found, were similarly poor at 
acting against hate in the groups they control.
 
Furthermore, we found evidence of coordinated activity among Group admins. When our researchers 
reported antisemitic posts to the admins and moderators in one Group, they were not only banned from 
that Group, but also from several other affiliated Facebook Groups who shared admins.   

This shows the emptiness of the claim that this is all about free speech and counter-speech. If those 
expressing opposition to antisemitism are banned, but the moderators themselves revel in spreading 
and tolerating antisemitism, there is no debate. It is simply a free-for-all of increasing radicalization and 
normalization of ever-more-dangerous lies and prejudice against Jewish people.
 
Meta’s moderation practices are crucial information for regulators in the United Kingdom and European 
Union, where online safety legislation is largely dependent on social media platforms’ enforcing their 
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community standards and reporting on their moderation actions. This report shows that Meta is 
delegating content moderation duties to volunteer admins who fail to uphold the company’s terms and 
conditions, and by extension fail in their duties to regulators. 

Policymakers need to ensure independent oversight of moderation by empowering researchers through 
statutory data access pathways that are broadly available to civil society organizations set up to counter 
hate, and providing means for holding platforms accountable and economically responsible when they 
fail to uphold their policies and thereby impinge on the fundamental human rights to life, liberty and 
prosperity for our Jewish neighbors and friends.

Imran Ahmed
CEO, Center for Countering Digital Hate 
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2. EXECUTIVE SUMMARY
FACEBOOK ALLOWS ANTISEMITIC ADMINS TO MODERATE PRO-PALESTINE 
GROUPS WITH 300,000 MEMBERS

 ▶ We studied ten pro-Palestine Facebook Groups with a total of 300,000 members that host 
antisemitic content and have admins with a history of promoting anti-Jewish hate.

 ▶ These are a subset of pro-Palestinian groups on Facebook, selected for study because they contain 
antisemitic content and have admins who have posted antisemitic content, demonstrating problems 
with Facebook’s approach to moderation and accountability.

 ▶ Facebook has given content moderation powers to admins of these groups who have:1 

1. Claimed the Holocaust was justified by a “Jewish history of avariciousness” 
2. Spread conspiracies about a “Jew World Order”  
3. Claimed that “jevvs” are “subhuman”  

FACEBOOK GROUPS WITH ANTISEMITIC ADMINS BANNED ACCOUNTS FOR 
REPORTING ANTI-JEWISH HATE

 ▶ Facebook allows users to report posts to Group admins, who the platform says are responsible for 
upholding its Community Standards, including policies against hate.2

 ▶ When we tested this process by reporting anti-Jewish hate, the admins of eight Groups banned us, 
frequently failing to act on the hate itself. One week after reporting: 

1. 76% of content promoting anti-Jewish hate had not been removed or hidden
2. 91% of accounts posting anti-Jewish hate had not been removed 

FACEBOOK CONTINUED TO HOST 99% OF ANTI-JEWISH HATE REPORTED DIRECTLY 
TO THE PLATFORM

 ▶ Facebook also allows users to report posts violating its standards to the platform itself.
 ▶ However, one week after reporting a distinct set of posts promoting anti-Jewish hate directly to 

Facebook, the platform had failed to act on 99% of them.

FACEBOOK PROFITS FROM ADS PLACED NEXT TO CONTENT PROMOTING ANTI-
JEWISH HATE

 ▶ Experiments carried out by researchers show that Facebook is sometimes placing ads next to anti-
Jewish hate posted to Groups studied by this report, including ads for:3 

1. The Salvation Army next to claims Jews are Satan’s “Chosen People”
2. Charity Meals next to a post claiming Israel was behind 9/11

FACEBOOK MUST PROVIDE CLEAR AND EFFECTIVE MEANS TO REPORT ANTI-
JEWISH HATE

 ▶ Meta should not allow users who repeatedly violate standards to be admins.
 ▶ Policymakers should demand safety by design and transparency from Meta.
 ▶ Users should be wary of content in Groups and report hate when they encounter it.
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3. FACEBOOK RELIES ON ANTISEMITIC 
ACCOUNTS TO MODERATE LARGE PRO-
PALESTINE GROUPS
While most pro-Palestine Facebook Groups do not exhibit systematic problems with 
moderating anti-Jewish hate, Facebook has allowed a minority of influential groups 
hosting antisemitic content to reach hundreds of thousands of members.

On Facebook, Groups are managed by volunteer 
admins. These admins have the power to remove 
posts, comments or users from the Groups they 
manage.4 Group members can also report posts to 
these admins, who Facebook says are responsible 
for upholding the platform’s Community Standards, 
including policies against hate speech.5

Our investigation found ten such Groups with 
301,654 members that are moderated by admins 
who themselves have a history of promoting anti-
Jewish hate. In many cases, Groups moderated by 
these admins appear to have refrained from acting 
on anti-Jewish hate, sometimes even banning 
accounts that reported hateful content. Admins 
identified by our study have made Facebook posts 
claiming that:

 ▶ The Holocaust was necessitated by “Jewish 
history of avariciousness, larceny, lying” 

 ▶ Jewish people “have and continue to utterly 
destroy our country and our world” 

 ▶ Jewish leaders are “devil-worshippers that lead 
by deception” 

 ▶ The Jewish religion is “the synagogue of Satan” 
 ▶ There is a conspiratorial “Jew World Order”        
 ▶ Jews are “subhuman” 

Researchers also identified a total of 200 
antisemitic posts and comments in the ten Groups 
studied that had not been removed by admins. 
This content, compiled in subsequent sections, 
clearly violates Facebook’s policies against hate 
speech, including Holocaust denial and “claims that 
Jewish people control financial, political or media 
institutions ”.7

This report shows that Facebook’s decision to 
outsource moderation to antisemitic admins is 
creating a toxic culture in which users can be 
banned for reporting anti-Jewish hate.8 It also 
shows that the supposed safety net of Facebook’s 
own reporting system is not working, with 99% of 
reports resulting in no discernable action.9

MEMBERS OF THE GROUPS ARE MOST 
COMMONLY FROM THE US, UK, AND EU

Facebook Groups are open to users from any 
country or region in the world. To further assess 
their geographic makeup, we analyzed  the self-
reported locations of the 100 most recently joined 
members in each Group.

While it relies on limited samples of each Group’s 
membership, our analysis  indicates that the most 
represented countries among these members are 
the US and UK, with the following breakdown:

1. US: 24%

2. UK: 10%

3. EU: 10%

4. Other: 56%

We also analyzed the locations of the antisemitic 
admins studied in this report and found that most 
of them kept their locations private. The admins 
with their locations available claimed to be from 
Colombia, the Maldives and Pakistan.
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MAPPING RELATIONSHIPS BETWEEN GROUPS AND ADMINS

This report identifies ten Facebook Groups hosting anti-Jewish hate, and finds that each of those 
Groups has at least one admin with a history of posting antisemitic content to Facebook. However, 
some Groups are managed by more than one of these ten admins. The network diagram below 
maps these relationships.
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Example 1 Example 2 Example 3 Example 4

Admin 1 posted this graphic 
which claims Israel has 
a project to “control the 
American media”, a well-known 
antisemitic conspiracy theory. 

Admin 2 promoting antisemitic 
conspiracies in defense of 
musician Kanye West, saying 
“He just say the truth the 
Jewish control the media. How 
is that anti-Semitism?”

Admin 3 posted this image of 
the Statue of Liberty holding 
a Star of David and a blood-
stained copy of the Jewish 
holy book the Talmud, with the 
title “The New United States 
of Zionism”, implying Jewish 
control of the US.  An image 
of the terrorist attack on the 
World Trade Center in the 
background implies Jewish 
people or Israel were involved 
in 9/11, another antisemitic 
conspiracy.10

Admin 4 claimed that “Israel 
did 9/11”, along with an image 
of the World Trade Center with 
the caption “Imagine the world 
without Israel”.  This plays into 
antisemitic conspiracies that 
allege Israel was behind 9/11.11

EXAMPLES OF ANTI-JEWISH HATE POSTED BY GROUP ADMINS
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Example 5 Example 6 Example 7

Admin 5 has claimed that 
“Zionism is the New World 
Order” alongside an external 
link to a YouTube video titled 
“PROOF THE ROTHSCHILDS 
OWN DONALD TRUMP”, 
combining two antisemitic 
conspiracies about Jewish 
control of politics.

Admin 6 posted this image 
of ‘Uncle Sam’ locked inside 
a Star of David, with text 
claiming Zionists control US 
politics and media.  This plays 
into antisemitic conspiracies 
claiming that Jewish people 
secretly control American 
politics and media.12

Admin 7 posted this image 
presenting the Star of 
David altered to feature 
a Nazi swastika, implying 
an equivalence between 
Jewishness and Nazism.  The 
symbol appears on an image of 
Israeli Prime Minister Benjamin 
Netanyahu edited to resemble 
Hitler.

EXAMPLES OF ANTI-JEWISH HATE POSTED BY GROUP ADMINS
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Example 8 Example 9 Example 10

Admin 8 claimed that Israel is 
“Luciferean” and a “homeland 
to #WhiteSuprematicst 
#pedophiles” promoting 
antisemitic tropes that Jews 
are Satanic and linked to sexual 
degeneracy. 

Admin 9 posted this text post      
which alleges Zionist control of 
the US Government, claiming 
that “The Zionists Want Us To 
Blame Their Puppets Instead 
Of Making Sure We Help People 
To See The Puppeteers”.  This 
fuels antisemitic conspiracies 
suggesting that Jewish people 
covertly control American 
politics and media.13

Admin 10 posted a silhouette 
of the antisemitic “Happy 
Merchant” caricature to 
promote the claim that Jews 
are behind a number of 
powerful groups that frequently 
feature in conspiracy theories.

EXAMPLES OF ANTI-JEWISH HATE POSTED BY GROUP ADMINS
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HOW MODERATION OF HATE SPEECH IN 
FACEBOOK GROUPS WORKS 

Facebook users can report hate speech, including 
comments and posts, using the platform’s 
reporting tools, which present them with options to 
report content to Group admins or Facebook itself. 
13 This is clarified in the instructions contained 
in the ‘Using Facebook’ section of the platform’s 
website, which states: “If you believe that a post 
or comment doesn’t follow the Group rules or our 
Community Standards, you can report it to the 
admins. Alternatively, you can report the post/
comment to Facebook”.14, 15

The way this works in practice is that, when 
selecting the menu logo on a piece of content, 
users are given the option to report the content to 
“to Group admins” or just to “Report post”, which 
instead alerts Facebook about the post.16

When content is reported to Group admins, 
Facebook provides details of the report, including 
the content itself and the account that made the 
report, to the admins on their “member-reported 
content” dashboard.17 Admins are given options to 
remove the post or to remove, ban, or suspend the 
member who created the post.18

When content gets reported to Facebook, the 
platform states it will take action on anything 
that doesn’t follow their Community Standards.19  
In addition to making assessments on user-
reported content, Facebook also claims that it 
proactively monitors Groups for hate speech using 
a combination of the latest technology and human 
review, and that posts which violate its Community 
Standards are removed.
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4. GROUPS WITH ANTISEMITIC 
ADMINS BANNED ACCOUNTS 
REPORTING ANTISEMITISM
Admins of the Groups studied appear to be responding to reports about antisemitic content 
by banning accounts that speak up about it – a clear failure to appropriately handle reports 
about anti-Jewish hate. 

To test how admins are responding to such reports, 
researchers set up three test accounts and used 
them to flag at least one example of antisemitic 
content – either comments or posts – in each 
of the ten Groups. After giving admins a week to 
respond, researchers found that for eight out of 
ten Groups, the test account used to report the 
content had been banned. 

The experiment demonstrates that some of the 
admins of the Groups appear to be using their 
powers to ban users from Groups if they report 
anti-Jewish hate. None of the CCDH accounts used 
to report hateful content had been used to post, 
comment or otherwise interact with content in the 

Group, meaning the decision to ban them appears 
to be solely related to the fact that they flagged 
hateful content .

We tested whether each account was banned by 
checking whether it was still able to see posts in 
a Group and compared it to an account that did 
not report content. Where an account used for 
reporting antisemitic content could no longer view 
content, but an account not used for this purpose 
could, we recorded the reporting account as 
having been banned. Facebook states that banned 
accounts “won’t be able to find the Group in search 
or see any of its content”.20
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GROUP ADMINS APPEARED TO COORDINATE TO BAN ACCOUNTS REPORTING 
ANTISEMITIC POSTS

After reporting antisemitic content to admins, researchers found that not only were CCDH accounts 
banned from the Group in which they reported hateful content, but they were also banned from a wider 
set of seven pro-Palestine Facebook Groups studied in this report.

The following table shows where each of CCDH’s accounts reported content and the Groups that they 
were subsequently banned from. This outcome raises the possibility that the admins of those seven 
Groups are coordinating to remove accounts that flag anti-Jewish hate.  
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ADMINS FAILED TO BAN USERS WHO 
POSTED ANTI-JEWISH HATE 91% OF THE 
TIME 

While CCDH accounts used to report antisemitic 
content were banned, the users who posted that 
hateful content were mostly allowed to retain their 
membership in the Groups.

In total, CCDH reported anti-Jewish hate posted by 
34 individual users across the ten Groups, including 
at least one hateful post per Group. One week after 
CCDH flagged hateful content, 91% of the users 
who posted the content were still members of the 
Groups. This demonstrates that admins failed to 
act on the vast majority of accounts that posted 
anti-Jewish hate , a marked contrast to their 
willingness to ban accounts for reporting hate.

ADMINS FAILED TO REMOVE 
ANTISEMITIC CONTENT REPORTED TO 
THEM 76% OF THE TIME

Out of a total of 42 separate pieces of antisemitic 
content reported to admins by CCDH, researchers 
found that 76% remained live on the platform a 
week later.

This demonstrates that while admins sometimes 
respond by removing anti-Jewish hate, their rate 
of response is low. The following are examples are 
of anti-Jewish hate that remained on the platform 
after being reported.

Example 1 Example 2

This post includes a link to an audio interview 
titled “Jewish Fingerprints All Over 9-11”.  This 
post was still up a week after being reported to 
Group admins.

This post has an antisemitic “Happy Merchant” 
caricature and refers to Zionists as “MONKEYS”.  
This post was still up a week after being reported 
to Group admins.

EXAMPLES OF ANTI-JEWISH HATE THAT GROUP ADMINS FAILED TO REMOVE
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Example 3 Example 4

This user commented that Hamas should have 
sex with goats “like the Zionists do”, playing into 
tropes on Jewish degeneracy.  This post was still 
up a week after being reported to Group admins.

This user commented that “Hitler was not mad. 
They had mad him mad.”   This post was still up a 
week after being reported to Group admins.
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5. FACEBOOK CONTINUED TO HOST 
99% OF ANTI-JEWISH HATE REPORTED 
DIRECTLY TO THE PLATFORM
As well as reporting content to admins, members of Facebook Groups can also report hate 
speech in Groups directly to Facebook.21 To test how Facebook responds to such reports, 
CCDH set up an account and used it to report a total of 100 pieces of antisemitic content 
from the Groups studied, all of which were distinct from posts reported to Group admins.

After giving Facebook a week to respond, 99% of the content was still active. This shows that the 
supposed ‘safety net’ of reporting posts directly to Facebook is not effective.

This finding builds on CCDH’s ‘Failure to Protect’ report on anti-Jewish hate published in 2021, which 
found that social media platforms fail to act on anti-Jewish hate 84% of the time.22 Facebook performed 
worst of all the social media platforms analyzed, acting on just 10.9% of reported posts.

Example 1 Example 2

A member of one Group posted an image of 
US soldiers carrying the antisemitic “Happy 
Merchant” caricature on their shoulders.  The 
“Happy Merchant” is labeled as Israel and is 
captioned as saying “I AM GODS CHOSEN 
PEOPLE, YOU FILTHY GOYIM”.  This comment 
was still up one week after being reported to 
Facebook.

This post shows an image of multiple photos 
of Jewish people at computers along with 
the caption “Who bans you for 2 weeks on 
Facebook”, implying that Jewish people control 
Facebook moderation.  This post was still up one 
week after being reported to Facebook.

EXAMPLES OF ANTI-JEWISH HATE THAT GROUP ADMINS FAILED TO REMOVE
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Example 3 Example 4

This comment says, “a good zionist jew, is a dead 
zionist jew!!”.  This comment was still up one 
week after being reported to Facebook.

This comment says that “Hitler was a hero... may 
allah create one more Hitler for these swines”.  
It was still up one week after being reported to 
Facebook.

18 Antisemitic Admins



CASE STUDY: ANTISEMITIC 
CONSPIRACY THEORIST IS ADMIN 
FOR SEVEN FACEBOOK GROUPS 
WITH 250K MEMBERS 

Just one Facebook profile is an admin on all seven of the Groups that appeared to co-ordinate to ban 
CCDH’s accounts after reporting antisemitic content.

As an admin of seven of the pro-Palestine Groups in our study, the account wields a substantial amount 
of influence, acting as a content moderator for Groups with a combined total of 253,448 members, 
despite a track record of posting anti-Jewish hate and conspiracy theories. 

The account has promoted conspiracies about the US government being controlled by a “Zionist 
international mafia” and promoted the idea that the US president is controlled by Zionist “puppeteers”.  
The account remains mostly anonymous due to the absence of visible friends, photographs, or 
identifiable details.

The have also promoted the conspiracy that the media is owned by Jewish people, stating that Zionists 
control 90% of US mainstream media and that Zionists can “destroy any candidacy through their control 
of the media”.  Such narratives are recognized as antisemitic conspiracy theories, strongly denounced by 
organizations like the Anti-Defamation League.23

In addition to antisemitic conspiracies, he also has posted about conspiracy theories related to 
COVID-19. He posted about Bill Gates using the vaccine to implant microchips, that the pandemic is 
a “coup” from the “global elite” to “take final control of the prison planet previously known as earth”, 
and about how 5-G technology is dangerous and increases COVID-19 symptoms.  Despite violating 
Facebook’s policies regarding hate speech and misinformation, the account continues to operate as an 
admin on numerous Groups.

His account manages all seven of the Groups that appeared to co-ordinate to ban CCDH’s accounts after 
they reported anti-Jewish hate. CCDH’s test accounts were banned from all these seven Groups even 
when they only reported hateful content in a smaller number of them, implying that the shared admin 
may have been involved in the decision to ban the accounts.
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Example 1 Example 2

In this post, the admin asked “Who Controls 
the U.S. Presidency? The Zionists”.  The admin 
went on to claim that Zionists also control 90% 
of the U.S. mainstream media, which plays into 
antisemitic tropes about alleged Jewish control 
of politics and the media.24

In this post, the admin again alleges Zionist 
control of the US Government, claiming that 
“The Zionists Control the U.S. government and 
DEMANDED the “war on Terror”.  The admin 
goes on to claim that the “American public 
is brainwashed by the Zionist-controlled U.S. 
mainstream media”. 
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6. FACEBOOK IS PROFITING FROM 
ADS RUNNING NEXT TO ANTISEMITIC 
CONTENT
In our testing, we found that ads from brands and charities including The Salvation 
Army, Vision for Israel, Yemen Aid and Charity Meals were served next to antisemitic 
content from the Groups studied, showing that Facebook is profiting from ads 
placed near anti-Jewish hate.

Researchers captured these ads by creating an account to simulate the user experience to analyze if 
anti-Jewish hate from these Groups appeared next to ads on the News Feed. To do this, they established 
a Facebook account to follow the pro-Palestinian Groups studied by this report and scrolled through that 
account’s News Feed, capturing examples of hateful content where they appeared next to ads.

Throughout this process, researchers recorded screenshots of ads served next to anti-Jewish hate from 
four of the ten Groups. It shows that not only is Facebook failing to adequately moderate anti-Jewish 
hate, but is also profiting from hosting it by serving ads next to it.

Examples of ads next to anti-Jewish hate are compiled in this section.

Note on advertisers: This section is not intended to criticize brands or organizations whose ads may be 
served on content without their knowledge or control.
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Group 1: An ad for The 
Salvation Army was served 
next to a post from Group 1, 
the post was from an admin 
of the Group who, in the 
post, described Israelis as 
Satan’s “Chosen People”.  
Demonizing Jewish people 
as being in allegiance with 
Satan is one of the oldest 
antisemitic tropes.25

22 Antisemitic Admins



Group 2: An ad for Vision 
for Israel, a charity which 
helps disadvantaged Israelis, 
appeared next to a post 
stating that Israeli nationality 
will one day “become 
shameful” as it is “linked 
to... extracting organs and 
skins and trading them”.  The 
organ harvesting conspiracy 
plays on the antisemitic 
blood libel trope.26
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Group 3: An ad for Yemen 
Aid appeared next to an 
antisemitic caricature of 
a man in orthodox Jewish 
clothing with a large nose 
and yellow teeth posted by a 
member of Group 3. 

24 Antisemitic Admins



Group 4: An ad for Charity 
Meals, advertising their 
efforts to deliver meals in 
Gaza, appeared next to a 
post which states Israel 
orchestrated 9/11 from Group 
4. The conspiracy theory 
stems from the antisemitic 
trope that Jewish people are 
manipulating international 
events for their benefit.27
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FACEBOOK GROUPS ARE PRIORITIZED 
ON USERS’ FEEDS DESPITE BEING 
KNOWN TO SPREAD HATE

In 2019, Meta announced it would be putting 
Groups “at the center of Facebook”, stating that 
over 400 million Facebook users already belong to 
Groups.28

During the announcement, Mark Zuckerberg 
stated that this new version of Facebook would 
place Groups “at the heart of the experience just 
as much as friends and family are”.29 In practice, 
Facebook started showing more Group content on 
users’ timelines, added Group recommendation 
prompts to users’ News Feeds and introduced new 
Group-focused features.30 
 
 

The company now claims that 1.8 billion people 
use Facebook Groups every month, making it a 
significant part of how the platform attracts users 
and generates ad revenue.31

However, research has repeatedly shown that 
Facebook Groups have helped spread hate 
and disinformation. Groups dedicated to white 
supremacism, antisemitism, QAnon conspiracies, 
vaccine disinformation and Islamic extremism 
amassed hundreds of thousands of members.32 
Groups were also used to organize participants in 
the January 6th attack on the capitol, with a Group 
titled “Stop the Steal” being used to promote 
violence.33

While Mark Zuckerberg’s has claimed that 
Facebook is focused on the safety of its Groups 
feature, this report shows the platform is still 
enabling the creation of toxic communities.34
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When massive platforms with near unlimited resources like Meta outsource their 
moderation to users, whilst simultaneously shutting down access to tools for outside 
researchers, it should be no surprise that the platform is unsafe.

While the number of new users on Facebook is 
slowing, the number of users joining Groups has 
risen steadily since 2016.35 Today more than 1.8 
billion accounts on the platform are members of 
one or more Groups.36 Meta has reacted to this 
growth by devoting further resource to Facebook 
Groups and providing resources for “growing and 
training a moderation team”37 for admins of Groups, 
including guides for “how to manage conflict within 
your team” of moderators.38 Meta’s guides instruct 
admins that they “uphold the culture and rules of 
[their] community.”

What this report shows is that volunteer admins 
do have the power to shape the culture of their 
communities, even when their hateful beliefs 
are misaligned with a Group’s purported cause. 
Admins’ responsibility to their Group members 
is to keep them safe and report to Meta when 
posts break Community Standards. The admins of 
pro-Palestine Groups in this study responded by 
banning those who reported anti-Jewish hate and 
conspiracies, and overwhelmingly kept the violating 
content visible after it was flagged. A single admin 
for seven Groups with over 253,000 members 
can seriously impact the culture, norms, and ideas 
exchanged within Groups in their care. 

Moderating the moderators is not a sustainable 
solution for a platform with several billion monthly 
users. Reform is needed to provide oversight of 
platforms’ moderation practices and avenues for 
accountability when they fail. 

1. META MUST UPHOLD COMMUNITY 
STANDARDS ON HATE SPEECH 
AND ANTISEMITISM BY PROVIDING 
TRANSPARENT AND ACTIONABLE 
REPORTING PATHWAYS FOR USERS 
THAT CANNOT BE CIRCUMVENTED BY 
ADMINS

Facebook is failing to uphold its own Community 
Standards, which prohibit Holocaust denial, harmful 
stereotypes about Jewish people, and hate speech 
on the basis of protected characteristics on the 
platform.39

In seven of ten Groups tested, our researchers’ 
accounts were banned after reporting hate 
to admins. Transparency and consistency of 
moderation decisions is crucial for user safety, 
trust, and creating spaces that genuinely foster 
healthy debate.

To be clear, CCDH does not call on Meta to remove 
the Groups identified in this report. We are calling 
on Meta to implement strong and clear vetting 
standards for admins of large Groups. If a user 
is repeatedly found in violation of Community 
Standards, as we found in our study, they should 
no longer be qualified to be an admin of a Group or 
Page. Meta recognizes that Groups are integral to 
Facebook’s growth and as such they have a duty to 
keep users safe and should not be outsourcing this 
responsibility to unvetted, volunteer Group admins.

7. RECOMMENDATIONS
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2. POLICYMAKERS SHOULD DEMAND 
SAFETY BY DESIGN, TRANSPARENCY, 
AND INVESTMENT IN TRUST AND 
SAFETY FROM META

User safety and platform integrity relies on 
transparent and accountable moderation with 
independent oversight of moderation decisions. 
This report comes at a time when Meta has 
decided to shut down access to Crowd Tangle, a 
critical tool for researchers, especially in 2024’s 
global year of elections.40

If independent researchers are unable to shed a 
light on the harms caused by platforms because 
governments have failed to secure statutory 
data access pathways, there will be serious 
repercussions. 

In the European Union and United Kingdom, social 
media platforms must report on their content 
moderation practices to regulatory authorities. This 
report shows that for Meta, the current practice of 
outsourcing content moderation responsibilities to 
Group administrators fails to uphold the regulatory 
requirement to uphold terms of service and 
platform policy.

For too long, platforms like Meta have been immune 
to accountability due to Section 230 of the 1996 
Communications Decency Act. This devolved 
moderation model is a direct result of decades 
of no legal or financial consequences for Meta or 
any other social media platform’s failures. While 
legislators stagnate on Section 230, Meta profits 
from ads run in the Groups identified in this report.

3. USERS MUST REMAIN WARY OF 
FACEBOOK GROUPS AS A SOURCE 
OF AUTHORITATIVE OR UNBIASED 
INFORMATION AND REPORT HATE 
WHEN THEY SEE IT

While our researchers experienced retaliation 
for reporting anti-Jewish hate, it should not 
discourage other users from using the reporting 
tools available to them. Groups can be places 
to find community for specific interests, but 
those spaces can be insular, radicalizing, and 
filled with unverified or misleading information. 
The unregulated power of volunteer admins of 
Facebook Groups requires users to be vigilant in 
seeking authoritative information in such spaces. 
from ads run in the Groups identified in this report.
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APPENDIX 1: METHODOLOGY

HOW WE IDENTIFIED AND 
INVESTIGATED PRO-PALESTINE GROUPS 
AND ADMINS

Researchers started by identifying a longlist of 
relevant pro-Palestine groups using Facebook 
searches of terms associated with the Israel-
Palestine war such as “Israel”, “Palestine”, “Gaza” 
and “Free Palestine”, and by finding networks of 
groups managed by the same admins. There was a 
total of 42 groups on this longlist, which together 
had 95 admins.

Researchers then explored the post history of the 
admins for each of these Groups and identified 
instances where they had previously posted 
antisemitic content on Facebook. In total, ten 
admins out of the wider list of 95 admins were 
found to have posted antisemitic content at least 
three times, including at least once since the start 
of 2020. Researchers made assessments according 
to the IHRA definition of antisemitism, which can be 
found in Appendix 2.

Groups were included in our analysis if they met 
the following criteria: they are largely focused on 
content about the Israel-Palestine conflict with a 
pro-Palestine perspective, they host at least five 
pieces of antisemitic content in them since 7th 
October 2023, and they have at least one admin 
who has previously posted 
anti-Jewish hate to Facebook 
on three or more occasions, 
including once since the start 
of 2020. Ten groups met this 
threshold.

There was some variety in the content and 
character of the Groups, with some specifying 
anti-Zionist, anti-Israel or conspiratorial views in 
their titles or descriptions, while others described 
themselves as being dedicated to supporting 
Palestine and Gaza. One specified a focus on 
grass-roots campaigning over UN resolutions.

Some Groups were outwardly antisemitic in 
their descriptions, with one Group’s ‘About’ page 
putting the word ‘Holocaust’ in inverted commas, 
implying that it may not be real, and promoting a 
conspiracy that the Rothschilds helped to create 
the Holocaust so that they could use “momentum” 
from it to push for the creation of modern Israel.

Throughout the report, the term ‘admins’ is used 
to refer to accounts or pages that have the power 
to approve or deny posts in a Group, remove 
posts and comments on posts, and remove and 
ban people from a Group. This also includes those 
technically known as ‘moderators’, which play a 
similar role but differ slightly in that they can’t 
change certain settings such as cover photos. For 
simplicity, this report does not distinguish between 
the two, and refers to both as ‘admins’ throughout. 
The following table, taken from Facebook’s website, 
displays a full breakdown of their individual 
powers.41
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All but one of the admins mentioned in this 
report are admins, not moderators.

Name Admin/Moderator?

Admin 1 Admin

Admin 2 Admin

Admin 3 Moderator

Admin 4 Admin

Admin 5 Admin

Admin 6 Admin

Admin 7 Admin

Admin 8 Admin

Admin 9 Admin

Admin 10 Admin

HOW WE COLLECTED ANTISEMITIC CONTENT AND TESTED MODERATION 
PROCESSES

We gathered 200 instances of hateful anti-Jewish content posted since 7th October 2023 within the 
ten Facebook Groups studied by manually scrolling Groups and searching for relevant keywords within 
groups. Content consisted of both posts and comments and was only included if at least two researchers 
agreed that the content was an example of anti-Jewish hate.

We then tested admins’ response to reports of antisemitic content by reporting 42 instances of anti-
Jewish hate, at least one per Group, to the admins. To do this, we established four Facebook accounts 
to join each of the ten Groups studied, excluding a private Group, Group 1, which only two of our CCDH 
accounts joined. The test accounts were all created between May 2022 and March 2024 and were each 
given a generic profile picture and cover photo. They each “liked” a selection of Facebook pages to reflect 
ordinary social media activity. 

Using three of these accounts, we reported 42 instances of anti-Jewish hate within these Groups as hate 
speech to the respective Group admins. This reporting process was executed over three days, utilizing all 
three separate accounts for each reporting phase. Following the reporting phase, we allowed a one-week 
interval for admins to respond. After one week, we used the fourth account to document whether the 
reporting account was banned, if the original poster was banned, and whether the reported content was 
removed from the Group. 
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We tested whether each account was banned by comparing its visibility of Group content with that of 
the fourth account which had not reported any content. Where an account used for reporting antisemitic 
content could no longer view content but the one that hadn’t could, we recorded the reporting account 
as having been banned. Facebook states that banned accounts “won’t be able to find the Group in search 
or see any of its content”.42

We then tested Facebook’s response to reporting antisemitic content within Groups using the fourth 
account that had not reported content to admins. We used this account to report a total 100 instances 
of anti-Jewish hate within these Groups as religious hate speech to the platform. This content consisted 
of separate content to that reported to admins. The reporting process took place over one day. After one 
week, we checked whether the reported content was removed from the Group.  

HOW WE COLLECTED ADS NEAR ANTI-JEWISH HATE

Researchers carried out tests to confirm that Facebook is serving ads near anti-Jewish hate from the 
Groups. To do this, they modified a Facebook account to follow just the ten Groups studied and manually 
scrolled through the home feed, looking for examples of ads appearing near anti-Jewish hate. Hateful 
posts from seven of the ten Groups were found to have ads appearing nearby. At least one example of an 
ad appearing near anti-Jewish hate was collected for each of the seven Groups.
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APPENDIX 2:
IHRA DEFINITION OF ANTISEMITISM

NON-LEGALLY BINDING WORKING 
DEFINITION OF ANTISEMITISM

Antisemitism is a certain perception of Jews, 
which may be expressed as hatred toward 
Jews. Rhetorical and physical manifestations of 
antisemitism are directed toward Jewish or non-
Jewish individuals and/or their property, toward 
Jewish community institutions and religious 
facilities.

ILLUSTRATIVE EXAMPLES

Manifestations might include the targeting of the 
state of Israel, conceived as a Jewish collectivity. 
However, criticism of Israel similar to that leveled 
against any other country cannot be regarded as 
antisemitic. Antisemitism frequently charges Jews 
with conspiring to harm humanity, and it is often 
used to blame Jews for “why things go wrong.” 
It is expressed in speech, writing, visual forms 
and action, and employs sinister stereotypes and 
negative character traits. 

Contemporary examples of antisemitism in public 
life, the media, schools, the workplace, and in the 
religious sphere could, taking into account the 
overall context, include, but are not limited to:

 ▶ Calling for, aiding, or justifying the killing or 
harming of Jews in the name of a radical 
ideology or an extremist view of religion.

 ▶ Making mendacious, dehumanizing, demonizing, 
or stereotypical allegations about Jews as such 
or the power of Jews as collective — such as, 
especially but not exclusively, the myth about a 

world Jewish conspiracy or of Jews controlling 
the media, economy, government or other 
societal institutions.

 ▶ Accusing Jews as a people of being responsible 
for real or imagined wrongdoing committed 
by a single Jewish person or group, or even for 
acts committed by non-Jews.

 ▶ Denying the fact, scope, mechanisms (e.g. 
gas chambers) or intentionality of the 
genocide of the Jewish people at the hands of 
National Socialist Germany and its supporters 
and accomplices during World War II (the 
Holocaust).

 ▶ Accusing the Jews as a people, or Israel 
as a state, of inventing or exaggerating the 
Holocaust.

 ▶ Accusing Jewish citizens of being more loyal 
to Israel, or to the alleged priorities of Jews 
worldwide, than to the interests of their own 
nations.

 ▶ Denying the Jewish people their right to 
self-determination, e.g., by claiming that 
the existence of a State of Israel is a racist 
endeavor.

 ▶ Applying double standards by requiring of it 
a behavior not expected or demanded of any 
other democratic nation.

 ▶ Using the symbols and images associated with 
classic antisemitism (e.g., claims of Jews killing 
Jesus or blood libel) to characterize Israel or 
Israelis.

 ▶ Drawing comparisons of contemporary Israeli 
policy to that of the Nazis.

 ▶ Holding Jews collectively responsible for 
actions of the state of Israel.

Throughout this report, our assessment of posts or comments as containing antisemitism of anti-
Jewish hate has been guided by the International Holocaust Remembrance Alliance (IHRA) working 
definition of antisemitism.43 This definition is the consensus of an international panel of experts 
convened by the IHRA to deliver a definition to guide work on antisemitism. The definition and its 
accompany illustrative examples are reproduced below.
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APPENDIX 3: ADDITIONAL EXAMPLES 
OF ANTI-JEWISH HATE BY PRO-
PALESTINE GROUP ADMINS

Example 1 Example 2

This admin claims that anyone who supports 
Israel also “knowingly support the synagogue 
of Satan” and shows a bloody star of David.  
Accusing Jewish people of worshiping Satan is a 
long-standing antisemitic trope.44

Another admin shared a video that claims that 
Jewish law is “The Most Disgusting Law Known to 
Humanity.”  The video goes on to explain how the 
Talmud allows for killing and rape and child sex.
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Example 3 Example 4

Two admins posted in support of Putin and 
used images of Zelensky and other Jews to warn 
others that they are “devil-worshippers that lead 
by deception.”  Asserting Jewish people worship 
Satan is a long-standing antisemitic trope.45

One admin posted a screenshot of a post from 
what appears to be their own X account in which 
the user shares the debunked claim that there 
is no evidence that 6 million Jewish people were 
killed during the Holocaust. 

34 Antisemitic Admins



Example 5

In an antisemitic rant reposted by an admin of a pro-Palestine Group, a Facebook user justifies the 
Holocaust on the grounds there was a “Jewish problem”, while also claiming that Jewish people control 
the media and financial system, that Anne Frank’s diary is partially fabricated, and that the Holocaust 
is overblown and fabricated to garner sympathy for Israel.
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Example 6

In this post an admin defends Kanye West’s antisemitic rants, 
stating “He just say the truth the Jewish control the media. How is 
that anti-Semitism ?”. 

Example 7

In this post an admin describes Jewish 
people as “subhuman jevvs”.

Example 7

This admin stated “all nefarious roads lead back to 
Zionists, Zionist Jews, Jews, Fake Jews”. 
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Example 9

In this post an admin spread conspiracy theories about a “Jew World Order”. 
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APPENDIX 4: ADDITIONAL EXAMPLES 
OF ANTI-JEWISH HATE IN PRO-
PALESTINE GROUPS

Example 1 Example 2

In this post, a user shared a screenshot of a post 
on X about Israel digging up graves in Gaza along 
with their own caption alleging that Israel steals 
organs from Palestinians. 

This comment praising Hitler and calling 
for another person to finish his agenda was 
ultimately taken down, but not until 19 weeks 
after being reported. 
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Example 3 Example 4

This comment uses a number of hashtags such 
as #jewsevil and #jewsterror.  This comment 
was still up one week after being reported to 
Facebook.

This comment says, “This community need 
another halaucast”.  This comment was still up 
one week after being reported to Facebook.

Example 5 Example 6

The user on this post and comment alleges that 
“ZIONIST JEWS” were the ones who “engineered 
and orchestrated” 9/11.

This comment calls a Rabbi a “Pedo, like the most 
of the zionist”, invoking antisemitic tropes about 
Jewish degeneracy.  This comment was still up 
one week after being reported to Facebook.

Example 7 Example 8

This comment says “zionists are the hand of the 
rothchilds”, invoking the conspiracy about Jewish 
control over the banks and government.  This 
post was still up one week after being reported 
to Facebook.

This commenter uses a modern application of 
the blood libel trope by making allegations of 
organ harvesting and adrenochrome conspiracies  
by the “synagogue of satan”. 
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Example 9 Example 10

This post  includes a video alleging that Israel 
is stealing skin from Palestinians, a modern 
incarnation of the antisemitic blood libel 
conspiracy. 

This post claims that Jeffrey Epstein and 
Ghislaine Maxwell were spies for Israel and that 
this is proof of “another layer of control over so 
many areas of the western world”. 

Example 11 Example 12

This post refers to the events that happened 
on October 7th as “Typical Jew Lies”.  This post 
was still up a week after being reported to the 
admins.

In this comment a Group member claims that 
“Israel is in 9/11” and “Re-Investigate 9/11”, and 
they go on to share an external link that reads 
“Architects & Engineers for 9/11 Truth”.  This 
comment was still up a week after being reported 
to the admins.
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